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Problem Formulation
§ A trajectory described as 𝑋 = 𝑥! 𝑖 = 1,… , 𝐿 , 𝑥! ∈ ℝ"

§ The trajectory belongs to one motion pattern
• Subject to an arbitrary and unknown transformation

§ Given sufficient 𝑋s, can we infer their patterns without supervision?
• Key: separation of identity and transformation
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Method – Framework
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MCAE: Motion Capsule Autoencoder

§ Method
• Framework

• Snippet Autoencoder

• Segment Autoencoder

• Training



Method – Snippet Autoencoder

§ SniCap = trainable template 𝒯 + data-dependent parameters 𝐴, 𝜇
§ Divide input 𝑋 into 𝑙-long snippets
§ For each snippet, a snippet encoder predicts 𝐴, 𝜇
§ 𝐴, 𝜇 + template 𝒯: reconstructs input snippets
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Decoding:



Method – Segment Autoencoder
§ SegCap = trainable template 𝒫 + data-dependent parameters 𝐵, 𝜈
§ Template 𝒫 defines the relation between a SegCap and 𝒯
§ For input snippet parameters, a segment encoder predicts 𝐵, 𝜈
§ 𝐵, 𝜈 + 𝒫: reconstructs input snippet parameters
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Flattened version of 𝐴, 𝜇

Concatenated snippet templates

Encoding:

Decoding:

§ Method
• Framework

• Snippet Autoencoder

• Segment Autoencoder

• Training

𝑆 = 𝐿/𝑙



Method – Training
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Experiment
§ Questions to answer:
• What are the effects of hyperparameters?
• How effective and efficient is MCAE?
• What does MCAE learn?
• Does MCAE work well for real-world systems?

§ Datasets:
• Trajectory20
• NWUCLA, NTU-RGBD 60/120
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Experiment – Datasets (1)
§ Trajectory20 (T20)
• Twenty motion patterns in 2D space spanning 32 timesteps
• Transformation: rotation, scaling, translation, initial and end points
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Transformation

triangle rectangle pentagon hexagon astroid



Experiment – Datasets (2)
§ Skeleton-based action recognition datasets:
• NW-UCLA, NTU-RGBD 60/120
• Multi-point motion system in 3D space
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Jun Liu, Amir Shahroudy, Mauricio Perez, Gang Wang, Ling-Yu Duan, Alex C. Kot, "NTU RGB+D 120: A Large-Scale 
Benchmark for 3D Human Activity Understanding", TPAMI, 2019.



Experiment – Learning Motion on T20
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§ On Trajectory20:
• What are the effects of hyperparameters?

• How effective and efficient is MCAE?

• What does MCAE learn?

§ On NW-UCLA and NTU-RGBD 60/120

• Does MCAE work well for multi-point real-
world systems?

𝑙: length of snippets
#Sni: number of snippet capsules
#Seg: number of segment capsules



Experiment – Look into Capsules (1)
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§ Visualization of snippet/segment templates
• Snippet templates: lines and “hooks”
• Segment templates: higher resemblance with patterns in T20

§ On Trajectory20:
• What are the effects of hyperparameters?

• How effective and efficient is MCAE?

• What does MCAE learn?

§ On NW-UCLA and NTU-RGBD 60/120

• Does MCAE work well for multi-point real-
world systems?



Experiment – Look into Capsules (2)
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§ Changes of segment parameters in response to input perturbation
• Translate input by Δ𝑥, Δ𝑦
• Check the translation component of segment parameters 𝐵.

§ On Trajectory20:
• What are the effects of hyperparameters?

• How effective and efficient is MCAE?

• What does MCAE learn?

§ On NW-UCLA and NTU-RGBD 60/120

• Does MCAE work well for multi-point real-
world systems?



Experiment – Skeleton Actions
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§ On Trajectory20:
• What are the effects of hyperparameters?

• How effective and efficient is MCAE?

• What does MCAE learn?

§ On NW-UCLA and NTU-RGBD 60/120

• Does MCAE work well for multi-point real-
world systems?

§ MCAE -> MCAE-MP
§ Multiple joints: encoded independently, use concatenated representation
§ 3D trajectory: projected to three orthogonal 2D planes



Conclusion
§ MCAE learns representation for motion that is
• Discriminative: segment activation reveals semantic information
• Efficient: requires significantly less parameters compared with baselines
• Robust against transformation

§ Works well on both synthetic and real-world scenarios
§ MCAE can be helpful in other sequence analysis tasks
• Joint modeling of visual appearance and motion in video
• As mid-level feature in other models (e.g., GCN) for tasks beyond classification
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Thank you!
§ See you in the poster session…
§ Source code and Trajectory20 👇

https://github.com/ZiweiXU/CapsuleMotion

https://github.com/ZiweiXU/CapsuleMotion

